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A B S T R A C T   

This paper presents a Computational Fluid Dynamics (CFD) model of a pilot scale dissolved air flotation (DAF) 
tank. A Multiphase Mixture model was used to analyse the influence of bubble sizes on the formation of a 
stratified flow structure. Critical bubble diameter is defined as the size of the bubble that implies the equality of 
the bubble rising velocity and flow downward velocity in the separation zone (SZ). The fact as to whether using 
air bubble sizes which are greater or less than the critical diameter value significantly affects the air content, flow 
structure and the limit of the whitewater blanket inside the SZ is assessed. The study was carried out using two 
approaches, namely, mono- and multi-diameter. The results obtained via the mono-diameter approach proved to 
be closely in line with experimental data when air concentration in the SZ had almost, but not quite, a constant 
value. However, it failed to predict the case of the progressive decrease in air below half of SZ height. A com
bined effect of bubbles with different rising speed was required to reproduce a smooth air profile curve, as 
measured experimentally. In this context, a multi-diameter approach is deemed to be a suitable method for 
reproducing the stratified structure. In addition, this approach offers the chance to study bubble size distribution 
inside the SZ domain.   

1. Introduction 

Dissolved air flotation (DAF) is well known for its ability to eliminate 
low specific gravity particles such as algae (e.g. Cryptosporidium and 
Giardia) and to treat low turbidity raw water [1]. The DAF tank com
prises two main parts separated by means of a baffle: the contact zone 
(CZ) and the separation zone (SZ). Part of the clarified water is recycled 
into the saturation equipment, with the purpose of being saturated with 
air. Lately, this recycled current has been depressurized in the contact 
zone by mean of injectors, producing a cloud of microbubbles (MB). 
Aggregates, which are formed in the CZ from the combination of MB and 
solid particles, are separated from the main current in the SZ due to their 
density difference. Further information about DAF functioning can be 
found in [2–4]. 

Lundh et al. [5–10] carried out a significant number of experiments 
using a pilot scale DAF tank, with the authors having collected the most 
complete, detailed and reliable data about DAF functioning, although 
MB size was not measured. Lundh [7] observed the existence of stratified 
flow structure in certain operating conditions, reporting that this phe
nomenon may have a crucial impact on DAF performance. Therefore, 

the role of air bubbles is not only limited to solid particle collection, but 
also to modifying the flow structure inside the SZ. Amato and Wicks [11] 
reported successful duplication of the water treatment capacity of the 
plant studied according to this phenomenon, this last statement 
reflecting the importance of understanding how and why the stratified 
structure is formed. 

A typical MB diameter that can be found in DAF application ranges 
between 10 and 150 μm [4], with MB size being one of the key pa
rameters affecting DAF performance [12,13]. Macro bubbles (defined by 
Rykaart and Haarhoff [14] as greater than 150 μm) should be avoided 
because their rising velocity is high enough to damage or even destroy 
bubble-particle aggregates. In addition, residence time of these bubbles 
is too short to effectively collect solid particles. On the other hand, small 
bubbles may be dragged into the subnatant collection tube and depos
ited on the sand filter surface afterwards, which means that the number 
of filter backwashing cycles will increase [2]. 

Net hydraulic loading (HL) is defined as total (treated + recycled) 
flow rate divided by the projected area of the SZ, and formed the basis 
for conventional analysis of the DAF separation zone [15]. This 
simplified approach is based on a comparison of the rising velocity of the 
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bubbles and HL. All of the bubbles whose rising speed is greater than the 
HL are prone to leaving the SZ domain (and therefore the solid particles) 
through the free surface. 

Despite the fact that experimental studies can provide reliable data 
for optimization of DAF, they are expensive and complex to conduct 
[8,10,16]. An additional difficulty with pilot scale plants is the 
complexity involved in scaling the bubble diameter. Reliable in-situ 
measurement of the most important parameters such as mixture veloc
ity, air concentration and MB size distribution are difficult to take due to 
the complexity of the experiment and multiphase system characteristics. 
In this context, Computational Fluid Dynamics (CFD) emerges as an 
alternative to the traditional methods, having been used to develop [17] 
and optimize [18] different equipment in the flotation process and found 
to be a very useful tool in order to predict hydraulic behaviour in water 
and wastewater treatment [19]. 

Dissolved air flotation involves a three-phase multiphase flow. 
However, Lundh [6] reported that for dilute suspended solid concen
tration (< 25 mg SS/l in the incoming water) flow structure was not 
affected by the existence of biological flocs. Therefore, most CFD studies 
[11,20–24] have not taken the solid particles and aggregates into 
account. 

Amato and Wicks [11] carried out CFD simulations in order to up
grade an existing DAF design, which involved constructing 2D and 3D 
models consisting of 335,000 hexahedral cells. However, the authors 
gave preference to the 2D model. For its part, the Euler-Euler approach 
was used with bubble sizes ranging between 70 and 100 μm, and the 
impact of length-to-height ratio of the inclined baffle and recirculating 
flow pattern on the SZ were studied. The limit of the whitewater blanket, 
below which a major decrease in air concentration can be found, is 
commonly known as the white water level (WWL), and in their studies, 
Amato and Wicks [25] defined WWL as being with an air fraction limit of 
10− 4. Authors pointed out that, if WWL was lower than the position of 
the collection tubes, the quality of the subnatant water could be put at 
risk, and so it is therefore important to control this parameter. 

Bondelind et al. [20,26] researched one and two-phase flows in 
Lundh's pilot DAF tank using the Euler-Lagrange approach, reporting 
good reproduction of the flow field in the SZ. The prediction of the water 
velocity field in single-phase simulations was in line with experimental 
results, although a discrepancy between the air volume fraction pre
dicted and experimental data was found in the case of two-phase flow 
simulations. Authors carried out their studies in 2D and 3D domains, 
concluding that the exclusion of a third dimension has a major impact on 
the prediction of CZ hydraulic behaviour. 

Chen et al. [21] researched the impact of microbubble diameters 
ranging from 30 to 70 μm on the hydraulic behaviour of the DAF unit. 
Lundh's pilot tank was modelled as a 3D domain, discretized using 
705.410 cells, whereby the authors simulated the flow for 1000 s 
(approximately twice the mean hydraulic residence time), modelling the 
free surface as a frictionless wall. For their part, Euler-Euler and Euler- 
Lagrange approaches were evaluated to ascertain which one would 
make a better prediction, with the result of the study being that the 
Euler-Euler approach gave a better prediction of experimental data. 
Finally, the influence of MB size on SZ hydraulics was evaluated, with 
authors reporting that larger bubbles were conducive to the formation of 
a stratified flow. 

Rodrigues et al. [22] also modelled Lundh's pilot tank and studied 
the influence of 30, 50 and 70-μm bubbles on the stratified flow struc
ture using the approach proposed by Chen et al. [21]. The 3D domain 
was discretized with 848.880 cells and simulated for two mean hy
draulic residence times, and two multiphase approaches were evaluated, 
namely Euler-Euler and Mixture. Rodrigues et al. [18] compared their 
simulation with the results obtained by Chen et al. [21], even though the 
recycle rate and, in turn, the air quantity, is doubled in the case of Chen. 
The authors concluded that air concentration obtained using the Mixture 
model was higher in comparison to the Euler-Euler approach, that 
modelling of the free surface as a degassing boundary condition was 

more realistic than the frictionless wall and that there was little differ
ence in results when two different drag laws (applied to bubble move
ment) were used. 

Most authors [21–24] carried out transient simulations with suffi
ciently small timesteps in comparison to mean hydraulic residence time. 
However, transient simulations are very time-consuming because long 
flow times are required to reach quasi-steady conditions, in which flow 
field variables remain almost constant over time. For this reason, other 
authors [20,27] carried out steady-state simulations, reporting accept
able agreement between the velocity field and experimental 
measurements. 

Dissolved air flotation is a complex multiphase system that requires 
many computational resources in order to be properly solved. This work 
offers a novel concept and, most importantly, computationally afford
able approaches that have been employed in the analysis of Lundh's pilot 
DAF tank. In order to predict air concentration and flow structure inside 
the SZ, two approaches were used, specifically, mono- and multi- 
diameter. The former considers one secondary phase with a unique 
bubble diameter, while the latter takes into consideration several sec
ondary phases, each with a distinct diameter. It was ascertained that the 
results obtained by steady-state simulations were very similar to those 
obtained by sufficiently long flow-time transient simulations. Addi
tionally, the solution obtained using the Mixture model was assessed as 
being practically identical to that obtained using Euler-Euler multiphase 
models. A novel concept termed critical bubble diameter was defined as 
the bubble size that equals bubble rising velocity and HL, with this 
diameter being used as a reference for selection of suitable bubble sizes 
for study purposes. An analysis was performed to evaluate, on the one 
hand, the impact of bubble sizes above and below the critical bubble 
diameter on the position of the WWL and, on the other, the effect of 
bubbles on the flow structure and on the air profile curves using the 
mono-diameter approach. Furthermore, a new multi-diameter approach 
was used to estimate the combined effect of different bubble diameters 
on the hydrodynamics of the SZ and to calculate bubble size distribution. 
The results obtained using the two approaches were compared to the 
experimental measurements taken by Lundh. 

2. Materials and methods 

Lundh's pilot tank [10] was analysed by means of CFD simulations. 
The whole separation system contained DAF unit, pre-treatment process 
and recycled circuit, although as the scope of this study was to analyse 
the DAF unit, the other system components were not included. The main 
dimensions of the tank are described in Fig. 1 (only half of the domain 
was simulated), and lines L1, L2 and L3, which correspond to 0.65, 1.05 

Fig. 1. Main dimensions of the pilot tank as well as boundary conditions used 
in the simulations. Lines L1, L2 and L3 correspond to the position of Lundh's 
measurements. 
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and 1.35 m of the x coordinate, can also be seen in the figure. Complete 
details of the tank geometry and configuration can be found in Lundh's 
PhD dissertation [6] or Rodrigues et al. [22]. 

Three different cases were analysed in this study (see detailed in
formation in Table 1), and it was decided to retain Lundh's nomencla
ture, whereby the names of the cases were: M18, M19 and M21 [7]. The 
main part of the study was carried out using the M19 and M21 cases, 
although M18 was also researched. 

The air flow rate and air fraction (see Table 1) were calculated based 
on the mean value of air concentration inside the CZ (Ccz) measured by 
Lundh. However, it should be pointed out that Lundh did not measure 
the diameter of the bubbles during his experiments, and this parameter 
is of major importance when performing CFD simulations. Hence, a 
range of diameters was researched in order to find which size would 
adjust better to the experimental data. 

2.1. Mathematical modelling 

Many authors [1,11,21,24,28] have used the Euler-Euler approach 

[29] in order to predict flow behaviour in pilot and industrial DAF 
systems, reporting acceptable agreement with experimental data. Some 
of the research was carried out using the Euler-Lagrange approach 
[20,21]. However, Chen et al. [21] pointed out that the Euler-Euler 
approach showed an advantage in predicting air concentration in 
comparison to Euler-Lagrange [30]. Other authors [22,27,31] have re
ported good results with the Mixture model [32]. 

Two multiphase approaches were analysed in this study, namely, the 
Euler-Euler and Mixture models. Both models were found to provide 
very similar results (simulation results can be found in Appendix B) and, 
therefore, it is the Mixture model that is discussed in this section as it 
was used in the fundamental part of the study. 

The Mixture model is a simplified multiphase model based on the 
Euler-Euler approach, and assumes that all phases behave as a mixture, 
solving only one set of momentum equations - that for the mixture. The 
slip of a dispersed phase relative to the continuous phase is calculated by 
balancing the drag and body forces resulting from density differences. 
The underlying assumption is that of a local equilibrium, in which the 
dispersed particles always move with their terminal velocity relative to 
the continuous phase. This means that bubbles are accelerated to their 
terminal velocity within a short distance, and a criterion for neglecting 
the acceleration is related to the relaxation time of a particle, τp. Ac
cording to the Stokes regime, this is given by [32]: 

τp = ρpd2
p

/
18μmfor Rep < 1 (1)  

Rep =

ρq

⃒
⃒
⃒
⃒ v→pq

⃒
⃒
⃒
⃒dp

μq
(2) 

where ρq and ρp are primary (water) and secondary (air) phase 
densities, μq is the primary phase dynamic viscosity, v→pq is the relative 
velocity and dp is the particle (bubble) diameter. For particles with dp <

120 μm, the particle Reynolds number will be smaller than unity (see 
Table 2). As all of the bubble diameters used in this study are smaller 
than 120 μm, the assumption of local equilibrium was met, with the 
continuity and momentum equations for the Mixture model taking the 
following form: 

∂ρm

∂t
+∇

(

ρm v→m

)

= 0 (3)    

where v→m =

(
∑n

k=1αkρk v→k

)/

ρm is the mass-averaged velocity, ρm =

∑n
k=1αkρk is the mixture density, μm =

∑n
k=1αkμk is the mixture viscosity, 

αk is the volume fraction of phase k, and n is the number of phases. Drift 
velocity v→dr,k = v→k − v→m is used to close the conservation equation and 
is related to relative (or slip) velocity v→kq via the following equation: 

v→dr,k = v→pq −
∑n

k=1
ck v→kq (5)  

where v→kq is the velocity of phase k relative to phase q and ck = αkρk/ρm 
is the mass fraction of phase k. In accordance with [32], the form of the 
relative velocity is given by: 

v→pq =
τp
(
ρp − ρm

)

ϝdrag ρp
a→− v→t (6)  

where a→ is the secondary phase acceleration, v→t is the turbulence 
contribution to the velocity, and ϝdrag is the drag function. 

Several drag laws were analysed, namely, Schiller-Naumann, Morsi- 
Alexander, Universal and Clift [33]. Very little difference was found 
between the drag coefficients for bubbles with diameter between 40 and 
120 μm. Schiller-Naumann is a general-purpose drag law, and is there
fore the one used in this study, while the drag function of the Eq. (6) is 
defined as follows: ϝdrag = 1 + 0.15Rep

0.687 (for Rep ≤ 1000). 
The realizable k-ε model was used to deal with turbulence, with k-ε 

turbulence models having been thoroughly used in DAF system simu
lations [1,11,21,22,26,28,34]. These models consist of two empirically 
based equations for kinetic energy (k) and dissipation rate (ε). Park et al. 

Table 1 
Operating conditions used in this study. Recycled velocity inlet conditions required for CFD can be obtained from air and water flow rates.  

Case Fresh water (m3/h) Recycled rate R (%) Total water flow rate (m3/h) Vs (m/h) Ccz (ml/l) Air flow rate (l/h) Flow structure 

M18 10 5 10.5 11.3 3 31.5 Semi-Stratified 
M19 10 10 11 11.8 5 55 Stratified 
M21 15 10 16.5 17.7 6 66 Stratified  

Table 2 
Rising velocity (Vb) and particle Reynolds number for different bubble sizes.  

Bubble diameter (μm) 57 77 87 95 120 

Stokes Vb (m/h) 6.36 11.6 14.81 17.7 28.17 
Rep 0.1 0.25 0.36 0.47 0.94  

∂ρm v→m

∂t
+∇∙

(

ρm v→m v→m

)

= − ∇p+∇∙
[

μm
(

∇ v→m+∇ v→T
m

)]

+ ρm g→− ∇∙

(
∑n

k=1
αkρk v→dr,k v→dr,k

)

(4)   
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[35] analysed different turbulent models in an industrial DAF unit and 
confirmed that the realizable k-ε model proved to make a better pre
diction. In addition, Bondelind et al. [20] have also used realizable k-ε 
model to simulate Lundh's DAF tank. 

As regards boundary conditions, the pilot tank has a symmetry XY- 
plane that passes through a 0.35 m value of the z-axis; therefore, the 
symmetry condition was used to split the tank in two halves (see Fig. 1). 
The air mass sink term proposed by Ta [36] for the free surface was 
implemented via a user-defined function. Recycled flow injectors with 5 
mm internal diameter (in the form of squares of equivalent area) were 
modelled as a velocity inlet, with the freshwater inlet being modelled as 
a velocity inlet with velocity value equal to 0.04 m/s (in the case of M18 
and M19) and 0.06 m/s (in the case of M21). Turbulent intensity was set 
to 5% for both inlets, whereas clarified water outlet was modelled as a 
rectangular pipe (the same as [22,26]), with evenly distributed squares 
(20 squares per pipe) and in which a pressure outlet condition was set. A 
single-phase solution (within the multiphase framework, but with zero 
air flow rate) was previously calculated for each case and used as the 
initial solution for multiphase simulations. 

The set of results presented and discussed in Section 3 were obtained 
by steady-state simulations, although transient simulations were also 
carried out. Bondelind et al. [20] put forward a theoretical argument 
that steady-state simulations could be used in DAF tank analysis, 
although as far as the authors are concerned, no practical demonstration 
has yet been published. A comparison was made between the transient 
approach taken by other authors [21,22] and the steady-state approach 
used in this study. The former authors provided the results they obtained 
after 1000 s of simulation flow time, which is equivalent to around two 
mean hydraulic residence (MHR) times. In our transient simulations, we 
reproduced their results at the aforementioned flow time but found that 
a quasi-steady solution was not obtained - at least not until a flow-time 
equal to six MHR times was reached. Moreover, the quasi-steady solu
tion obtained proved to be very similar from a qualitative and quanti
tative point of view to the solution obtained by steady-state simulation. 
The results and discussion of this benchmark study can be found in 
Appendix A. 

2.2. Mesh used for simulations 

Firstly, a mesh of 0.85 million cells was built, similar to that done by 
other authors [21,22]. This mesh was used to carry out transient simu
lations (see Appendix A), although when refined, it was found that the 
steady-state solution changed while the number of cell elements 
increased. Therefore, it was decided to perform a mesh independency 
test in order to determine the discretization error and obtain sufficiently 
fine mesh. 

A procedure for estimating the discretization error based on 
Richardson Extrapolation was proposed by Celik et al. [37]. Currently, 
this is the most practical method available for estimation of numerical 
uncertainties. Three meshes, with high quality hexahedral elements (a 
mesh example can be seen in Fig. 2), were refined systematically starting 
from a coarse mesh, which contained 2.8 million elements. A refinement 
factor of around 1.25 was used in order to generate medium-size and 
fine-size meshes, resulting in medium and fine meshes with 5.7 and 10.7 
million elements being created. 

In order to perform mesh analysis, it is necessary to select a flow 
variable φ, which is a key parameter for the study in question. In this 
study, the volume-weighted average of air fraction in the whole tank 
was chosen. The grid convergence index (or GCI) represents an upper 
limit of the discretization error and is calculated from the estimated 
relative error multiplied by the safety factor (1.25 for three-mesh study, 
see [37]). 

The Euler-Euler approach was used to analyse the M18 case with 67 
μm bubbles in a steady-state simulation. In order to secure a small 
iterative error, Rair(Eq. (7)) was maintained below 10− 5 in the simula
tions with the three meshes. Calculated GCI for the fine mesh was equal 
to 1.1%, although simulating a ten-million-cell mesh proved unpractical 
due to the high computational burden. On the other hand, the use of 
coarse mesh may have significantly affected the accuracy of the results. 
Hence, in this study, the 5.7-million mesh was used in order not to lose 
accuracy and not to dramatically increase calculation time. The value of 
GCImedium was equal to 4.7%, and this uncertainty value was therefore 
assumed in the results. 

In this study, it has been shown that the number of elements required 
for a mesh independent solution is considerably higher than that 
employed by other authors in literature. Hence, it is recommended that a 
mesh independence analysis be performed in order to quantify the dis
cretization error in DAF tank studies. 

2.3. Numerical resolution of the mathematical model 

The mathematical model was solved using the finite volume method 
(FVM). All of the terms of the partial differential equations were dis
cretized using second order schemes, except for the convective term of 
the volume fraction equation that was discretized using a first order 
upwind scheme. Pressure, velocity and volume fraction of the phases 
were solved in a coupled way, with commercial ANSYS Fluent 2020R1 
software having been used to solve the previously proposed mathe
matical model. All the simulations were performed in parallel mode with 
2.3 GHz*64 CPUs on a Linux server (Intel Xeon Gold 5218, 256 GB 
RAM), with average time required to perform a steady-state simulation 
using the Mixture model being around 24 h using the mono-diameter 
approach and 48–120 h in the case of the multi-diameter approach 
(depending on the number of secondary phases). 

The convergence criteria were carefully analysed, with continuity, 
velocity and turbulence residuals being maintained at values below 10− 5 

except for air fraction, whose residual was slightly higher. In order to 
accept the solution, all the flow variables had to reach a stable value, and 
in steady-state simulations, one additional criterion was imposed in 
order to control air fraction convergence: 

Rair =
Abs[m(n) − m(n − Np) ]

m(n)
(7)  

where m(n) is the volume-weighted average of air fraction, n is the 
current iteration and Np is the number of iterations to be considered (in 
this case Np was equal to 50). Rair was maintained below 10− 5 for mono- 
diameter analysis and below 10− 4 for multi-diameter analysis. In the 
case of the latter, this criterion was imposed for every secondary phase, 
and by applying this rule, we ensured that all simulations had a very low 
iterative error. 

Fig. 2. Hexahedral high-quality mesh of 5.7 million cells. The injection region 
was refined in order to capture jet spreading. 
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2.4. Bubble size: critical diameter concept 

If realistic CFD results were to be obtained and used for design and 
operation, it would be necessary to know the bubble size distribution 
(BSD) that exists in the DAF tank analysed. The problem is that bubble 
size is difficult to measure in existing systems or to predict in the systems 
that are to be designed. Lundh did not measure bubble diameter and for 
this reason, the CFD studies that were carried out on his pilot plant used 
different bubble sizes. For their part, Bondelind et al. [20] used 40, 80 
and 120 μm, Chen et al. [21] used 30, 40, 50, 60 and 70 μm, Rodrigues 
et al. [22] used 30, 50 and 70 μm and Deng et al. [24] used 40, 80 and 
120 μm. The flow structures obtained in previous CFD studies of the 
Lundh pilot plant were especially dependent on bubble diameter, and so 
for this reason, other authors (Emmanouil et al. [28]) have also analysed 
the effect of the different bubble diameters in a different DAF system. 

In order to determine suitable bubble sizes for the CFD analysis of the 
present study, the water velocity vectors and air content profile curves 
reported by Lundh et al. [7] were analysed together. Fig. 3a shows the 
contour of air content and water velocity (plotted as cones) that were 
recreated from Lundh's data (see also Fig. 5a). It should be pointed out 
that during Lundh's experiments, air profiles and water velocity vectors 
were measured with several months' difference [6], meaning that there 
may be a discrepancy between air concentration and velocity vector 
fields. Nevertheless, this difference is assumed not to be important and 
the combined contour (air profile+vectors) provides reliable informa
tion for analytical purposes. Fig. 3a shows two clearly identified flow 
structures. In the upper part, the stratified flow is represented by a 
horizontal flow, rich with bubbles, which is moving in the direction of 
the far end wall. In the lower part of the SZ, air content is lower, and the 
flow is moving vertically in the direction of the outlet pipe, forming a 
plug-flow-like structure. This vertical flow drags air bubbles up to the 
level of the outlet, with the WWL being located at that height (around 
0.1 m). As a conclusion, it can be said that the WWL does not necessarily 
have to divide the stratified flow from the plug-flow structures. 

In order to reproduce the structure reported by Lundh, some of the 
bubbles must be dragged by the plug flow, in which case their rising 
speed (Vb) will be lower than the downward velocity of the vertical flow 
(Vs, same as HL). Consequently, critical diameter (Dc) is defined as the 
bubble size where Vb is equal to Vs. It should be noted that Vb is obtained 
as a result of buoyancy and the drag force equilibrium (see the simplified 
scheme in Fig. 3b). 

From a pragmatic point of view, Stokes's law was used to calculate 
the Dc, although it should be pointed out that this is an approximate 
value of the critical diameter because turbulence contribution was not 
included. However, as the turbulence level in the lower part of the SZ is 
low, there should be no major change in diameter. In cases M18 (HL =
11.3 m/h) and M19 (HL = 11.8 m/h), bubble Dc is around 77 μm (see 
Table 2). Four different bubble sizes were selected for the analysis, in the 

course of which critical diameter and sizes above and below this were 
researched, namely 57, 67 and 87 μm. In case M21 (HL = 17.7 m/h), 
critical diameter was 95 μm and sizes selected for the analysis were 85, 
90, 95 and 100 μm. 

With the aid of CFD simulations, it was noted that using air bubble 
sizes greater or less than Dc significantly affects the air content, flow 
structure and WWL position inside the SZ (see Table 3 in the results and 
discussion section). It is expected that all bubble sizes greater than Dc 
will tend to form a layer of air closer to the free surface, while bubbles 
that are lower than Dc will fill the SZ domain up to the level of the outlet 
pipe. 

Finally, it should be pointed out that mechanisms involving any 
change in size of bubbles are not implemented in this study. Information 
exists in literature about the coalescence and break up phenomenon in 
flotation columns [38–41]. However, the bubble diameter used in the 
flotation column (around 1 mm) is considerably larger than micro
bubbles in the DAF and the use of these models in dissolved air flotation 
needs to be properly validated. Rodrigues et al. [42] researched into 
Lundh's pilot tank using a population balance model with coalescence 
and break up models that were validated in flotation columns, obtaining 
little agreement between simulation results and experimental data. 

2.5. Multi-diameter approach 

In this section, a new approach to analysing hydraulic behaviour of 

Fig. 3. Lundh's contour of air concentration together with velocity vectors, recreated in the case of M21 (a). Simplified stratified structure scheme (b).  

Table 3 
Volume-weighted average of air concentration (AAC), white water level position 
(WWL), air in the mass sink term in comparison to entering air (degassing air) 
and bubble removal efficiency defined as hydraulic loading divided by MB rising 
velocity (MB Removal eff.) in the cases of M18, M19 and M21.  

M18 57 μm 67 μm 77 μm 87 μm 

AAC (ml/l) 2.02 1.86 1.31 0.48 
WWL (m) 0.1 0.1 0.3 0.89 
Degassing Air 71% 87% 100% 100% 
MB Removal eff. 56% 78% 100% 100% 

M19 57 μm 67 μm 77 μm 87 μm 

AAC (ml/l) 3.46 3.19 2.87 0.97 
WWL (m) 0.1 0.1 0.14 0.89 
Degassing Air 68% 83% 99% 99% 
MB Removal eff. 54% 74% 98% 100% 

M21 85 μm 90 μm 95 μm 100 μm 

AAC (ml/l) 4.13 3.84 1.75 1.39 
WWL (m) 0.1 0.13 0.73 0.89 
Degassing Air 92% 99% 100% 100% 
MB Removal eff. 80% 89% 99% 100%  
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the separation zone is presented. A wide range of bubble sizes can be 
found in DAF tanks and modelling of the continuous BSD remains a 
challenging process. However, instead of directly introducing the 
continuous BSD and mechanisms that affect distribution, several sec
ondary phases are included in the mixture model, each individual phase 
having its own distinct diameter. The critical diameter concept is used to 
select representative bubble diameters, whereby 82 and 87 μm di
ameters were selected for the M19 case analysis as bubble sizes above Dc 
and 57 μm as the size below Dc. Moreover, 77 μm was added to see the 
effect of the bubbles with the size being very close to the critical 
diameter. 

This approach not only permits different bubble dynamics to be 
taken into account, but also the computational effort is not prohibitively 
costly. The key advantage of this approach is that interactions between 
several air phases and the carrier phase can be analysed, and it also 
allows the Sauter diameter of the bubbles to be calculated throughout 
the DAF tank. 

Computational cost is relatively low in comparison to the Euler-Euler 
approach, although the maximum number of secondary phases remains 
a constraint. On the one hand, computational cost is increasing and on 
the other, convergence difficulty rises with the addition of every sec
ondary phase. 

Simulations with multiple secondary phases have already been car
ried out by Bondelind et al. [20] and Emmanouil et al. [28]. However, 
these authors employed a Euler-Lagrange approach in simplified 2D 
models and did not conduct an in-depth analysis of the effect of the 
combination of the three secondary phases on SZ hydraulics. Moreover, 
the Euler-Lagrange approach is limited by the fact that bubble size 
distribution cannot be obtained directly. 

3. Results and discussion 

In this section, the results of Lundh's pilot tank simulations are pre
sented, in the course of which the influence of microbubble diameter 
(MB) on the hydraulics of the separation zone was studied. Additionally, 
the importance of the critical diameter on the bubble's presence in the 
domain is also analysed, and finally, the multi-diameter approach is 
used to predict air distribution in the stratified flow structure. The CFD 
results obtained were compared to air concentration profiles and water 
velocity vectors contours that were measured by Lundh. These magni
tudes are the most representative and were also used to validate CFD 
results by other authors [20–22,26,31]. 

3.1. Analysis of mono-diameter bubbles on the hydraulic behaviour of the 
separation zone 

The influence of bubble diameter on the flow pattern is analysed in 
the case of M19 first (see Table 1). The results were plotted in a similar 
way to make the comparison between Lundh's experimental data 
(Figs. 3a and 5a) and CFD simulations easier. In his work [6], Lundh 
warned that the velocity vector module measured might contain a major 
error due to the intrinsic difficulty of using Acoustic Doppler Velocim
etry (ADV) in this complex multiphase flow. For this reason, only the 
maximum velocity value is shown in the images. 

Simulations carried out with 57 and 67-μm diameter showed a break- 
through-like pattern inside the SZ (see Fig. 4), although this phenome
non was not observed in Lundh's experiments (see Fig. 5a). After passing 
beyond the baffle wall, water current then moves in the direction of the 
outlet pipe. However, following analysis of the other XY planes, it was 
observed that, further away from the air injection device, the effect of 
the break-through-like pattern was less pronounced. Flow behaviour is 

Fig. 4. M19 air concentration contour along with water velocity vectors for different microbubbles: 57 μm (a), 67 μm (b), 77 μm (c), 87 μm (d).  

D. Hlukhov et al.                                                                                                                                                                                                                                



Journal of Water Process Engineering 46 (2022) 102624

7

different in the case of 87-μm diameter bubbles. This MB size is greater 
than critical diameter (≈77 μm) and, as a result, most of the air escapes 
across the degassing condition and WWL is located above the tip of the 
baffle (see Fig. 4d). Density is higher below the WWL, whereby the flow 
current filled with bubbles cannot penetrate deeper into the SZ. 
Consequently, the flow is forced to move towards the opposite wall. 
Additionally, higher water velocity values close to the free surface were 
observed for 87 μm diameter bubbles (similar to Lundh's Fig. 5a), 
although air concentration was not well predicted. Finally, the 77-μm is 
a very sensitive diameter, and the flow develops behaviour somewhere 
between 67 and 87 μm. 

Air distribution along lines L1, L2 and L3 can be seen in Figs. 5b and 
6a-b, and all the simulations with mono-sized bubbles predicted air 
concentration around 4 ml/l above the WWL. This fact is represented by 
almost vertical-shape curves in the figure, while in contrast, below WWL 
air concentration drastically falls to values close to zero. The results of 
Bondelind et al. [26] for 80 μm bubbles were included for comparison in 
Figs. 5b and 6a-b, in which it can be observed that the air quantity 
predicted using the Euler-Lagrange approach is considerably lower than 
experimental data and that predicted using the Euler-Euler approach. 

It was also observed that bubble diameter had a major effect on the 
position of the WWL and, as a result, the total quantity of air in the SZ. 
Rising velocity of the bubbles with 57, 67 and 77 μm diameter was lower 
than HL (see Table 2) and, as a result, WWL penetrates deeper into the 
tank up to outlet pipe level (located 10 cm above the ground). The re
sults obtained from the simulations with MB diameter of 57 μm (see 
Figs. 5b and 6a-b) showed acceptable results of between 60 and 120 cm 
in comparison to experimental data [7], although it was not possible to 
reproduce the gradual reduction in air content below 60 cm with mono- 
diameter bubbles. 

Case M21 was studied in accordance with a mono-diameter 
approach, whereby the flow rate was increased by 50% (in terms of 
M19), as a result obtaining HL equal to 17.7 m/h (see M21 in Table 1). 
Four bubble sizes were selected for the analysis including critical 
diameter, which was around 95 μm. The major changes in WWL and air 
concentration would be expected to be seen in the size range between 90 
and 100 μm. 

The air contour along with the velocity vector in the case of M21 can 
be seen in Fig. 7. The clear difference should be pointed out between the 
behaviour of the air bubbles, whose size was less than critical diameter 
(Fig. 7a-b) and greater than critical value (Fig. 7d). MBs with 85 and 90- 
μm diameter occupied almost the whole separation zone to outlet pipe 

level. In addition, the main water current moved in the direction of the 
far end wall in the upper part and was then deflected back to the baffle in 
the lower part. The same pattern was also observed on the other XY 
planes, indicating that the effect of the third dimension is less pro
nounced than in the case of M19. Similar behaviour was reported by 
Lundh [7] as stratified flow. It is worth noting that, qualitatively, 90 μm 
bubbles (Fig. 7b) showed very similar air and velocity fields in com
parison to experimental data (see Fig. 3a), while in the case of the 100- 
μm bubble (Fig. 7b), behaviour was completely different in comparison 
to 85 and 90, although it was similar to 87-μm bubbles in the case of 
M19 (Fig. 4d). The air phase was concentrated in the upper part and 
most of the bubbles were not capable of passing to the lower part due to 
high density difference. In the case of 95 and 100 μm MBs, the plug-flow- 
like pattern was observed below the WWL. 

Air concentration profiles plotted along lines L2 and L3 can be seen 
in Fig. 6c-d. The results showed that in the case of 85 and 90 μm bubbles, 
WWL was positioned around 10 cm above the bottom of the tank, at 
outlet pipe level, while in that of 100 μm bubbles, WWL was located at 
the height of 87 cm above the ground. Air concentration profiles for 90- 
μm bubbles, measured on lines L2 and L3, proved to be more in line with 
experimental data, in comparison to 100 μm. It is likely that mean 
bubble diameter in Lundh's experiment was lower than 95 μm, because 
the position of the WWL as observed in the experiment was located 
around outlet pipe level (see Fig. 6c-d). 

A summary of the mono-diameter simulations can be seen in Table 3. 
It is worth noting that there was a major difference in volume weighted 
average of air concentration between the lowest and highest bubble 
diameter value researched in each case. Air concentration decreased to a 
major extent when MB diameter was greater than critical diameter. In 
addition, the position of the WWL was also especially sensitive to critical 
diameter, meaning that small changes in HL might significantly affect 
the WWL in CFD simulations. This fact can be observed in Table 3 when 
comparing values of the WWL position of 77-μm bubbles in M18 and 
M19 simulation results. In the case of M18, the HL is slightly lower, and 
therefore the WWL position is slightly higher (0.3 m) in comparison to 
M19 (0.14 m). 

Finally, it should be added that M18 contours were not included in 
this paper; however, the conclusions drawn in the case of M18 were very 
similar as for M19, and only air phase-related values can be seen in 
Table 3. Air eliminated by means of the mass sink term divided by air 
entering through the recycled inlets (Degassing air in Table 3) was 
compared to air bubble removal efficiency used in conventional DAF 

Fig. 5. Lundh's contour of air concentration together with velocity vectors, recreated in the case of M19 from lines L1, L2 and L3 (a). Air-content profile along line L1 
for bubble diameter 57, 67, 77 and 87 μm(b); Results from Bondelind et al. (2012) for 80 μm bubbles were also added. 
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designs (Vb/Vs). A discrepancy was found in the case of MB diameters 
that were lower than critical, which could be explained by the fact that 
conventional theory only takes into account air leaving above the SZ 
domain and that the CFD also considers air leaving above the CZ. 

3.2. Multi-diameter analysis 

In the previous section, it was seen that single-diameter bubbles 
created even distribution of air inside the SZ up to outlet level, namely, 
around 4 ml/l of air concentration in the case of M19 and M21. 

Nevertheless, experimental results obtained from the M19 case showed a 
gradual decrease in air concentration below 60 cm of tank height, 
although this behaviour was not possible to predict with single diameter 
bubbles. In the case of M21, the experiments did not detect any pro
gressive decay of air concentration, and so the prediction made using the 
mono-diameter was sufficient. 

A simulation with operating conditions as in the M19 case was car
ried out using the multi-diameter approach. As mentioned in Section 
2.5, four secondary phases were included with 57, 77, 82 and 87 μm 
bubble diameters. The same total quantity of air as in the mono-diameter 

Fig. 6. A comparison of air-content profiles on the y-axis for different microbubble diameters 57, 67, 77 and 87 μm. L2 (a) and L3 (b) in the case of M19 (results from 
Bondelind et al. (2012) for 80 μm bubbles were also added); Air-content profiles for 85, 90, 95 and 100 μm in the case of M21, L2 (c) and L3 (d). 
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approach was introduced at the recycled velocity inlet and the air was 
evenly distributed across the four phases. 

Stratified flow structure was obtained by combining bubbles with 
different rising velocities (see Fig. 8). Air concentration was higher in 
the upper part of the SZ because MB of a greater size occupied the region 
closer to the free surface, while smaller MBs filled the whole SZ domain 

up to outlet pipe level (see Fig. 10a). For its part, air contour evidenced 
different concentrations that were reduced as the y coordinate 
decreased, especially in the region of the L2 and L3 lines. 

Regarding velocity vectors, higher velocities were observed close to 
the free surface, on the upper part. The main current moved from the CZ 
to SZ in the direction of the opposite wall and the current was then 
deflected downward. However, a small proportion of the main flow 
formed a break-through-like pattern in the region closer to the separa
tion baffle. Finally, the plug-flow structure formed in the lower part. 
Higher velocities on the upper part and plug-flow on the lower part are a 
phenomenon reported by Lundh (see Fig. 5a), although a break-through- 
like pattern and higher velocities at the top were also observed in mono- 
diameter results in the case of 57 and 87 μm (see Fig. 4a and d), meaning 
that the multi-diameter simulation maintains the characteristics of the 
mono-diameter ones. Following analysis of the other XY planes, it was 
observed that the break-through-like pattern is less pronounced further 
away from the injector and, as a result, the plug-flow-like structure ex
tends through the whole length of the separation zone below the tip of 
the baffle. 

Air content profiles, measured on lines L1, L2 and L3, can be seen in 
Fig. 9a-c. Air concentration was better predicted compared to experi
mental results in the region of the L2 and L3 lines because of lower water 
velocity. In comparison to mono-diameter simulation of 57 and 87 μm 
MBs, the results obtained using the multi-diameter simulation were able 
to predict a progressive reduction in air content below 0.6 m of the y 
coordinate. Nevertheless, air concentration predicted in the region from 
0.6 to 1.2 m was lower than values reported by Lundh. Finally, there was 
less agreement with experimental data in the case of the L1 region, 
where the short-circuit pattern was detected. 

Fig. 10 shows air distribution inside the SZ, while a histogram of air 
diameter distribution along line L2 can be seen in Fig. 10a. As rising 

Fig. 7. M21 air concentration contour along with water velocity vectors for different microbubbles: 85 μm (a), 90 μm (b), 95 μm (c), 100 μm (d).  

Fig. 8. Air concentration contour formed as a combination of the four sec
ondary phases along with water velocity vectors in the case of M19. 
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velocity of 57-μm bubbles was well below HL, their presence could be 
found in the whole separation zone above the outlet pipe. Conversely, in 
the case of 87- μm bubbles, rising velocity was higher than HL. As a 
result, their position was limited to a 30-cm-high layer, located below 
the water surface (see similar behaviour in mono-diameter simulations 
in Figs. 4d and 7d). Intermediate sizes (77 and 82 μm) were distributed 
in different heights as a function of their rising speed. 

The Sauter diameter contour was created by combining air distri
bution of the four secondary phases (see Fig. 10b). This contour in
dicates that most of the large bubble diameters were concentrated on the 
top layer, although a small part of the 82 and 87 μm bubbles were 
dragged deeper into the SZ domain due to the break-through current. As 
a result, the Sauter diameter value increased in the region of the L1 line, 
although conversely, uniform decay of the bubble Sauter diameter was 
observed closer to the opposite wall. Ultimately, the results showed that 
air distribution contains characteristics of the four secondary phases. 
This observation was also reported by Bondelind [20]. 

Finally, in order to assess the sensitivity of the model in terms of air 
distribution, a couple of additional studies were undertaken, such as 
changing air concentration of the highest and lowest bubble diameters. 
This means that the original air distribution (see Fig. 9a-c), which 

comprised evenly distributed air concentrations, was modified. The 
volume fraction of 87 μm air bubbles was doubled and total air quantity 
at the recycled inlet was therefore increased by 25% in comparison to 
the air concentration value measured by Lundh. An equivalent experi
ment was conducted using the 57 μm fraction, where only the 57-μm 
fraction was modified, and the rest remained equal. 

When 87 μm air fraction was increased, the tendency was to move 
the upper part (between 0.8 and 1.2 cm) of the curve to the right, i.e. by 
increasing air concentration only on the top most layer (see Fig. 11). In 
contrast, when the 57-μm fraction was increased, all of the air profile 
was displaced to the right, meaning that total presence of air increased 
in the domain. In summary, these studies showed that it is possible to 
modify the shape of the air profile obtained by varying air fraction 
distribution and bubble diameter. 

4. Conclusions 

The CFD model of Lundh's pilot tank was analysed using mono and 
multi-diameter approaches, in the course of which it was ascertained 
that the solution obtained via a steady-state simulation was very similar 
to that obtained by sufficiently long flow-time transient simulations. 

Fig. 9. A comparison of air content profiles on the y-axis. Lines L1 (a), L2 (b) and L3 (c) in the case of M19 simulated with four secondary phases. Air profiles from 57 
and 87 μm MB using the mono-diameter approach in the case of M19 were included for comparison. 

Fig. 10. Air phase histogram measured on line L2 (a); Contour of Sauter Diameter in the case of M19 (b).  
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Additionally, it was confirmed that the multiphase Mixture model 
offered almost identical results to the Euler-Euler model and is suitable 
for carrying out DAF tank simulations. 

The critical diameter (Dc) concept was introduced and demonstrated 
that it is a useful tool for DAF CFD studies. For all of the case studies 
examined, the results obtained from the mono-diameter simulations 
showed two clearly discernible types of behaviour, depending on 
whether the bubble diameter was greater or less than Dc. In simulations 
where the selected size was greater than Dc, bubbles would be concen
trated in the upper part of the SZ. As a result, the density of the layer 
located closer to the free surface was lower, forcing the water current to 
move in the direction of the far end wall. Water velocity vectors were 
similar to experimental results although air profile curve was not pre
dicted. In the case of simulations in which the bubble size was less than 
Dc, the whole SZ was filled with air up to outlet pipe level. In all mono- 
diameter simulations, air profile plots were shown as almost vertical 

curves up to white water level (WWL). 
The experimental results, in which Lundh obtained a smooth air 

profile curve with progressive decrease below 60 cm of SZ height (M19 
case), were not possible to reproduce using the mono-diameter 
approach. Nevertheless, the approximately uniform air distribution 
(up to outlet pipe level) predicted in the case of M21 was closely in line 
with experimental data. In order to reproduce a smooth air profile curve, 
the combined effect of different bubble sizes close to the critical diam
eter value proved necessary. 

The multi-diameter approach is proposed as an appropriate method 
for predicting the gradual reduction of air reported by Lundh in the case 
of M19. A stratified flow structure was reproduced, although a small, 
short-circuit-like pattern was formed close to the baffle. The results 
showed that air bubbles were distributed in layers as a function of their 
rising speed, generating an air profile curve very similar to the curve 
reported by Lundh. For its part, prediction considerably improved for 
tank height lower than 60 cm, although in contrast, prediction of air 
concentration worsened closer to the free surface. Additionally, this 
approach provided the chance to analyse air distribution and calculate 
the mean values of the bubble diameter as a function of tank height. 

Sensitivity of the model to changes in air distribution in the inlet was 
evaluated, its being observed that increasing the quantity of the air 
phase of the highest diameter affected only the upper layer of the SZ. 
Meanwhile, an increase in the fraction of the lowest diameter displaced 
the air profile curve to the right, meaning that air concentration 
increased in the whole SZ up to outlet level. 

This CFD study was conducted on a pilot DAF tank, although the 
approaches and ideas proposed in this study are equally valid for a full- 
scale tank analysis. They can be used by designers in the preliminary 
design of the SZ, in cases where bubble sizes are not known. In addition, 
CFD modellers in the wastewater field can also benefit from them to 
improve prediction of their simulations. 
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Appendix A. Benchmark using the studies by Chen et al. and Rodrigues et al. 

Chen et al. [21] carried out simulations in Lundh's DAF tank using 0.01 s timesteps and reported a converged solution for a flow time of 1000 s, 
which is approximately two mean hydraulic residence times (MHR ≈ 490 s). Additionally, Rodrigues et al. [22] and Deng et al. [24] also obtained their 
results simulating up to a flow time of 1000 s. 

Our intention was to reproduce the studies by Chen and Rodrigues and carry out transient simulations of M18 and M19 cases using the Euler-Euler 
approach. The domain was discretized with 0.85 million cells, which is a mesh similar in size to that used by Chen and Rodrigues. Chen reported close 
agreement with experimental data for 50 and 60 μm bubble sizes, and so 50 μm diameter bubbles were therefore selected to analyse the M18 and M19 
cases. 

Case study M19 was simulated in accordance with the methodology proposed by Chen et al. [21]. The boundary conditions were the same as those 
reported by the authors, with the most significant being that the water surface was modelled as a frictionless wall. The air profile on line L2, obtained 
for different flow times, can be seen in Fig. A1 (a), while air profile values for 1000 s were taken from Chen and included in the figure. The results 
showed that if the simulation was stopped at 1000 s, the air profile obtained would be closely in line with experimental data provided by Lundh et al. 
[7]. However, if the simulation was continued up to 3000 s, the air concentration curve would take the form of an almost vertical line, this indicating 
that the air phase tends to be evenly distributed throughout the whole SZ above the outlet pipe, with concentration value around 4 ml/l. Ultimately, it 
was observed that the volume-weighted average of air fraction in 3000 s was increased by 51% in comparison to 1000 s. Therefore, two MHR times 
proved not to be enough to obtain a stable solution for the M19 case study. It is worth mentioning that in this study, a quasi-steady solution was not 
possible to obtain due to convergence difficulties that appeared after 3000 s. Since the free surface was modelled as a frictionless wall, an accumulation 

Fig. 11. Air content profile on the y-axis for line L2 (x = 1.05 m). Original air 
concentration was compared to air distribution where more 57 μm or 87 μm 
bubbles were added. 
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of air appeared adjacent to the free surface that prevented the simulation from converging.

Fig. A1. Air concentration profile on line L2 for case M19 (a) and for case M18 (b), for different flow times. The results taken from Chen et al. [21] and Rodrigues 
et al. [22] and Lundh et al. [7] were added to the plot. 

Case study M18 was simulated using the methodology proposed by Rodrigues et al. [22]. The air concentration profile obtained on line L2 for 600, 
1000, 3000 and 10,000 s is depicted in Fig. A1 (b), together with the result presented by Rodrigues et al. [18] at 1000 s (twice the MHR time). At this 
flow time, both simulation results were very similar and predicted air concentration values below 0.6 m of tank height that were closely in line with 
the results obtained by Lundh et al. [7]. However, if the simulation were continued for another four MHR times, until 3000 s, the air profile curve 
would show an approximately constant value (around 2 ml/l) of air concentration above the outlet pipe, the average concentration in the tank being 
increased by 31% in comparison to 1000 s. Therefore, as in the case of M19, it was concluded that carrying out a transient simulation for two MHR 
times was also not sufficient for the purpose of reaching a quasi-steady solution. 

Extending the simulation from 3000 s to 10,000 s produced only slight changes at the upper and lower ends of the air profile curve. Moreover, 
average air concentration in the tank increased asymptotically only by 3%. Therefore, as speculated by Bondelind et al. [20], the results showed a flow 
structure that was time dependent at the beginning of the simulation although when the general flow pattern was established, the solution became 
almost independent of time. Hence, the solution for 10,000 s can be assumed to be the quasi-steady solution, while the solution for 3000 s is so close to 
the latter that it can be considered a good approximation. 

Finally, the most important finding in this benchmark was that steady-state simulation provided a solution that was very similar to the quasi-steady 
solution (see Fig. A1 (b)) albeit taking only a fraction of the computation time. The average air concentration in the tank obtained via steady-state 
simulation was only 1% higher than that calculated via transient simulation for 10,000 s. Therefore, carrying out steady-state simulations proved 
to be a suitable approach for the purpose of analysing DAF systems. 

Appendix B. Comparison between Euler-Euler and Mixture models 

The M18 and M19 cases were analysed using two multiphase models, namely, the Euler-Euler and Mixture models. It should be pointed out that in 
order to compare both models, the same two forces were included (Drag and Buoyancy) in the Euler-Euler approach. Four different bubble diameters 
(57, 67, 77 and 87 μm) were used in the study. Air contours along with the water velocity vectors can be found in Fig. B1. Simulations have evidenced 
very similar distribution of the air phase and velocity vector fields from the qualitative point of view in the case of both models. The major changes 
were observed in the contours of critical diameter bubbles (see Fig. B1, c and g), because the flow structure was very sensitive to this bubble size. It is 
worth mentioning that the time and computational resource required to perform simulation via the Mixture approach were considerably lower, in 
comparison to the Euler-Euler approach. Air contours for M18 were not included because the results were also very similar.  

Table B1 
Air distribution and WWL position for different MB sizes in the case of Euler-Euler (Eu–Eu) and Mixture approaches. AAF is the volume-weighted 
average of air fraction and WWL is the white water level.   

M18 57 μm 67 μm 77 μm 87 μm 

Eu-Eu AAF 2.00E-03 1.90E-03 1.30E-03 4.70E-04  
WWL (m) 0.1 0.1 0.3 0.89 

Mixture AAF 2.00E-03 1.90E-03 1.30E-03 4.80E-04  
WWL (m) 0.1 0.1 0.3 0.89  

M19 57 μm 67 μm 77 μm 87 μm 

Eu-Eu AAF 3.40E-03 3.20E-03 2.90E-03 9.70E-04  
WWL (m) 0.1 0.1 0.13 0.9 

Mixture AAF 3.50E-03 3.20E-03 2.80E-03 9.70E-04  
WWL (m) 0.1 0.1 0.14 0.89  

The WWL position and volume-weighted average of air fraction values were compared between the Euler-Euler and Mixture models (see Table B1) 
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in the case of M18 and M19. It is worth noting that Table B1 reinforces the conclusions reached for Fig. B1. Volume-weighted average of air fraction 
was calculated for different bubble diameters inside the DAF tank domain, providing practically identical values in the case of both models. Addi
tionally, WWL was determined, and the results were very similar, and it was concluded that both models were equally valid for the purpose of 
performing DAF tank simulations.

Fig. B1. M19 case simulated using Euler-Euler (a-d) and Mixture (e-h). The contours show air phase distribution along with water velocity vectors for different 
bubble diameters: 57 μm (a, e), 67 μm (b, f), 77 μm (c, g), 87 μm (d, h). 
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